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HIGHLIGHTS 

- The anisochronic model of a circuit heat plant with the air-water heat exchanger covering internal delays of a high 
accuracy was developed. 
- Algebraic controller design over a special ring of quasipolynomial meromorphic functions is used to design controller 
structure. 
- Time delays are non-approximated in the design procedure, which preserves the substantial information. 
- Controller parameters are set to keep robustness conditions due to model uncertainties and environmental disturbances, 
and such that they reduce overshoots and consummated energy. 
- The infinite-dimensional controller results are compared to the use of a finite-dimensional simplified controller. 

 

ABSTRACT 

This study demonstrates the use of a simple algebraic controller design for a cooling-heating plant with a through-flow air-
water heat exchanger that evinces long internal delays with respect to the robustness to plant model uncertainties and 
variable ambient temperature conditions during the season. The advantage of the proposed design method consists in 
that the delays are not approximated but fully considered. Moreover, the reduction of sensitivity to model parameters’ 
variations yields the better applicability regardless modeling errors or environmental fluctuations. The infinite-dimensional 
mathematical model of the plant has been obtained by using anisochronic modeling principles. The key tool for the design 
is the ring special of quasipolynomial meromorphic functions (RQM). The Two-Feedback-Controllers (TFC) rather than the 
simple negative control feedback loop is utilized, which enables to solve the reference tracking and disturbance rejection 
independently and more efficiently. The eventual controller is then tuned such that robust stability and robust performance 
requirements are fulfilled. The tuning procedure is supported by a performance optimization idea. Since the originally 
obtained controller is of the infinite-dimensional nature, a possible way how to substitute it by a simplified finite-
dimensional one is proposed for engineering practice. The functionality of both the controllers is compared and verified by 
simulations as well as by real measurements which prove a very good performance. 
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1. Introduction 

Internal or state delay is the phenomenon that 

generically appears in many industrial, economical, 

biological and other systems and processes [1]-[3]. It is a 

challenging task to deal with this effect when investigating 

control laws since delays significantly deteriorate system 

dynamic and stability properties due to the infinite-

dimensional character of the controlled system [3], [4]. 

Although many various approaches have been derived 

during recent decades [1]-[3], [5], mainly in the state-space 

formulation, they are mostly hard to be practically 

implemented due to their mathematical complexity, even 

by considering linear time-invariant time delay systems 

(LTI TDSs); for instance, robust optimal H  control design 

[6] yielding complex values controller parameters. 

An effective and engineeringly affable way how to deal 

with control and stabilization tasks for TDSs may consist in 

the introduction of the fractional representation approach 

[7] in the input-output space via the Laplace transform. It 

can be extended from habitual rational transfer functions 

for finite-dimensional systems to TDSs in various algebras 

[8]. Within our research framework, we have been 

concentrated on the fractional representation over the ring 

of special quasipolynomial meromorphic functions (RQM), 

originally defined in [9] and revised and extended in [10]. 

This algebraic structure stands between H  and BIBO 

(Bounded-Input Bounded-Output) stable fractions. It does 
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not require any rational approximation of exponential 

terms; hence, the information about delay included in the 

model can be fully utilized. Moreover, it is usable to even 

neutral, distributed or non-commensurate delays, and is 

based on the knowledge that that the z-transform and the 

Laplace transform operators are not independent from the 

functional point of view. Stabilization and control design 

problems such as reference tracking and disturbance 

rejection are sufficiently simple to be solved by using RQM, 

usually based on the dealing with the Bézout identity [11].  

Heat exchangers (HXs) are requisite in a wide range of 

industrial processes, particularly in the energetic, 

metallurgical, chemical ones and processing of polymers 

[12]. In order to enhance the overall control response, 

improve their operation or reduce energy consumption, 

various advanced control strategies for such complex 

systems have been developed and implemented. Optimal 

or optimization procedures constitute the way how to cope 

with the problem as a matter of course [13], [14]. Wang et 

al. proposed an online adaptive controller for a plant 

containing HXs [15]. Model predictive control (MPC) 

approaches perform the optimized quadratic cost function 

of the future reference tracking by prediction of the 

process output over the control horizon and the energy 

consumption via the control action subject to constrains. 

For instance, an explicit MPC design based on a 

piecewise affine model of a boiler-turbine unit was 

presented in [16]. However, the plant model can not be 

always perfect. Robust control strategies aim to obtain 

controllers, the performance of which is sufficiently 

insensitive to model uncertainties and disturbances. An 

approximate robust linearizing feedback with an observer-

based uncertainty estimator has been proposed in [17]. A 

model-based geometric control design including 

robustness issues for a counter-current HX was published 

in [18]. Bakošová and Oravec [19] proposed an advanced 

robust MPC (RMPC) controller for three counter-current 

HXs in series. An alternative approach for the control of 

compact plate HXs which can be implemented without the 

knowledge of the heat transfer behavior and is robust 

against changes in the coolant supply system was 

proposed in [20]. Recently, methods of artificial intelligence 

became popular and attractive tools in modeling and 

control of complex systems. Artificial neural networks 

(ANNs) in conjunction with internal model control to 

perform non-adaptive and adaptive control of the air 

temperature leaving a single-row water-to-air n-tube HX 

was proposed in [21]. The use of ANNs may lead to better 

energy saving compared to habitual PID control as shown 

e.g. in [22]. A complex control structure with two 

controllers combining the ANN and the fuzzy controller 

was designed in [23]. The simulated annealing principle 

used to an efficient simultaneous synthesis method for HX 

network to provide satisfactory network designs with 

acceptable computational effort was suggested by [24]. 

Closed thermal plants, processes and networks with 

circulating medium and HXs are inherently systems with 

internal delays caused by the distributed parameters and 

transmission latencies in the pipelines, as was studied by 

many authors [21], [24], [25]. Moreover, modeling and 

control of networks with HXs is a difficult task because of 

their complex dynamics due to nonlinearity, distributed or 

time-varying parameters, etc. Pipe and fluid temperature 

variations due to flow were analyzed by Saman and Mahdi 

[26]. Zítek et al. modeled and studied the effect of 

latencies in HX networks by using the anisochronic 

principle and proposed a quasipolynomial based controller 

with the dominant spectrum placement [25]. Similar 

principles were used in [27] yet in the formulation of a 

state-space feedback controller. There was stated in [28] 

that HXs are represented by nonlinear delayed models; 

however, delay was not explicitly considered when 

designing a RMPC control law. A higher order finite-

dimensional model of the HX with the input-output delay 

was used in [22], [23] for the comparison of some control 

methods with the proposed ANN predictive controllers. A 

controller based on the combination of the ANN and MPC 

was designed for a class of nonlinear systems with 

constant input and state-feedback delays in [29]. Oravec et 

al. [30] presented a complex advanced RMPC of a 

heating-cooling networked system with a HX where the 

influence of uncertain parameters was taken into account. 

The resulting optimization problem with constraints was 

formulated in the form of linear matrix inequalities here; 

however, fluid transport latencies were not considered in 

the model despite of long pipelines. A combined 

feedforward and feedback control system to recover waste 

heat in cars was proposed by [31]. 

In this paper, we aim to control a circuit laboratory 

system with a heater and the cooling by means of an air-

water HX, assembled in the labs of authors. The appliance 

may represent e.g. a small-scale model of the cooling 

system in cars [31]. Considering control strategies applied 

of this laboratory appliance or its mathematical model, 

works of Bobál and his team have to be referred. To name 

just a few, different generalized MPC methods with the 

measurement of the delayed disturbance was, 

respectively, proposed in [32] and [33], and a simulation 

verification of the digital Smith predictor based on the 

polynomial approach with the minimization of the linear 

quadratic criterion was published in [34]. However, in the 

cited works, input-output delays were solely assumed 

without any attempt to include internal delays in the simple 

discrete-time linear model. 

We derived a mathematical model of the laboratory 

appliance [35] via the anisochronic modeling principle [25]. 

This methodology enables to simply include all significant 

plant delays and latencies due to the fluid flow into the 

infinite-dimensional model and provides a very good 

closeness to the real dynamic responses. This paper is 

aimed at the application of principles of robust stability and 

robust performance to the model, both in the reign of 

simulations and practical verification. There is a triple 

reason for the use of robustness tools in our control task. 

As first, significant measurement and model uncertainties 

appear when parameterization the model. Measured 

output temperatures are naturally affectedd by voltage 

fluctuations and a limited sensor resolution yielding the 

quantization noise. Voltage inputs to the model are 

transformed to heat power or to the rotating motion of 
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mechanical parts. During this, friction and hysteresis exert 

such that angular velocity deviations can be observed, 

which may cause delay variations in addition. Measured 

data are then processed by using the least means square 

method, which inherently induces model imperfections. 

Second, ambient temperature in the laboratory room 

varies during the year in the range from 18 to 28 °C. Last 

but not least, during the control process, manipulated input 

varies according to the control law, and hence, internal 

delays due to the fluid flow are not constant. These facts 

give grounds for the application of robustness tools [36]. 

The above introduced model-based algebraic 

approach in the RQM ring is utilized. The development of 

the RQM concept and an investigation of its properties were 

among main authors' research tasks during recent years. 

We are also motivated by the fact that according to the 

authors' best knowledge, the algebraic fractional approach 

has never been used to practical control of delayed circuit 

heating systems and networks with HXs. The anisochronic 

model of the laboratory appliance [35] perfectly fits the 

class of systems to be suitable handled by the used 

algebraic structure; especially, internal delays can be 

addressed. Heretofore, state-space [27] and 

quasipolynomial approaches [25] were applied to such 

systems when dealing with fully (non-approximated) 

anisochronic models. Therefore, there is a natural 

endeavor to apply and verify our results on some 

practically-oriented problem. Control design in the 

introduced ring is, moreover, quite simple and 

engineeringly easy-to-handle, and it is based solely on 

algebraic operations with quasipolynomial fractions. 

Control law parameterization is then composed of the 

combination of the quasipolynomial pole placement, 

simulation experiments to satisfy the robustness issues 

and also by the optimization procedure to find a trade-off 

between performance quality measures.    

In addition, we decided to use Two-Feedback-

Controllers (TFC) control system [37] instead of the 

habitual control feedback loop since it is then possible to 

decouple stabilization, reference tracking and disturbance 

rejection tasks within this structure. 

As the model delays remain non-approximated, the 

eventual controller structure has an infinite-dimensional 

nature. Although it has been proved that controllers of this 

family can easily be implemented e.g. by using 

programmable logic controllers (PLC) [38], linear finite-

dimensional controllers of the proportional-integral-

derivative (PID) type prevail in the industrial practice [39]. 

Hence, a simple rationalization method is proposed to get 

a generalized PID controller structure, and it is 

benchmarked against the original control law. 

2. Theoretical background of control design in RQM 

The notation used in the paper is as follows: C  and R  

denote the set of, respectively, complex and real numbers, 
nR  is n-dimensional space of real-valued vectors. For 

Cs , )Re(s  denotes the real part and imaginary part of 

s . Define   0Re|:-  ss CC . The symbol   denotes 

the empty set. It holds that    
 

  



0Re

sup:
s

H . 

For a vector or matrix A, its transpose is denoted as AT. 

 

2.1 Controlled system and its description in RQM 

The controlled LTI TDS is initially considered in the 

form of the quasipolynomial transfer function as the 

fraction      sasbsG / , which is the direct consequence 

of the use of the Laplace transform. A quasipolynomial 

reads 

     


n

i

k

j ij
i

ij
n i ssqssq

0 0
exp   (1) 

where Rijq , 00 i ,   0,...,, 0201  L
nkn

Rτ  are 

general delays and  


n

i ikL
0

, s stands for the Laplace 

transform variable. Let us denote the set of 

quasipolynomials as  srQ . 

The RQM ring is defined as follows [10]: 

      QMRsdsnsT  / , where      srsdsn Q, , 

     ssnsn  exp~ , 0 ;   HsT  and it is formally 

stable. 
Formal stability means that 

     0:: sds aa C  where 

    


nk

j njnja sdsd
1

exp1   is the associated 

exponential polynomial. Note that  sT  is always proper 

since the inclusion in H  implies the general definition of 

the properness [40]. Then the controlled process transfer 
function can be written in the form 

     sAsBsG /  (2) 

where     QMRsBsA ,  are coprime in the sense that they 

do not have any common non-invertible element from RQM. 

2.2 Essentials of controller design in RQM for TFC 

The TFC structure used to control design is depicted in 

Fig. 1 in which        tetrtytu ,,,0  denote the manipulated 

input, the process output, the reference signal and the 
control error, respectively. The controlled process input 

affected by the disturbance  td  is denoted as  tu . 

The inner and outer controllers, respectively, are 

represented by transfer functions      sPsQsGQ / , 

     sPsCsGC / ,       QMRsPsQsC ,, , and let the 

Laplace forms of external inputs – the reference signal and 

the load disturbance - be of the forms    sFsR R/ , 

   sFsD D/ , respectively, where     QMDR RsFsF , . 

The feedback system is stabilized by the solution of the 
Bézout identity 

1)()()()(  sVsBsPsA  (3) 

where )()(:)( sQsCsV  .  
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Fig. 1. TFC control structure. 

 
The complete solutions set can be obtained by the 

parameterization of a particular solution pair    sVsP 00 ,  as   

               sZsAsVsVsZsBsPsP 00 ,0   (4) 

for an arbitrary  sZ RQM. Some other control 

performance requirements can be satisfied via 
parameterization (4). Namely, load disturbance rejection 
and reference tracking constitute the most natural 
demands in practice. 

The undesirable input )(td  is asymptotically rejected if 

       QMD RsFsPsB /  (5) 

and the signal )(tr  is asymptotically tracked if 

           QMR RsFsQsBsPsA  /  (6) 

Details about a possible solution of (1) and the divisibility 

in QMR  can be found in [10]. In order to satisfy (5) and (6) 

simultaneously,  sV  has to be decomposed as follows: 

Let    srsv QN   be the numerator of  sV  with real-

valued coefficients ijNv , .  

Then the numerator quasipolynomial of )(sQ  reads 

       
 


n

i

k

j
ij

i
ijNij

n
nN

i

ssvssq
0 0

,0 exp11   (7) 

where   iij kjni ...1,0,,...1,0,1,0   are weight 

parameters, the appropriate values of which are to be set 

such that        QMR RsFsQsB / . 

2.3 Robustness issues 

Let the family of transfer functions be formulated in the 

form of unstructured multiplicative uncertainties as 

        sGsWssG M 01   where  sG0  expresses the 

nominal (unperturbed) plant transfer function with the 

same number of unstable poles as  sG ,  sWM  is a fixed 

stable weight function expressing the uncertainty 

frequency distribution and   1


s  is stable. Moreover, 

 sG  and  sG0  have the same number of unstable poles. 

It holds that 

 
 

  0,j1
j

j

0

 



MW

G

G
 (8) 

Robust stability expresses the ability of the control 

system to remain exponentially stable for all  sG . By 

using principles introduced e.g. in [36], the following robust 

stability condition for the TFC system with a LTI TDS can 

be derived 

     
 
 

1
j

j
1jj:j 0 

















 




C

Q

M
G

G
TWRS  (9) 

where  sT0  agrees with the nominal transfer function 

through which  ty  is related to  tr . 

Robust performance is met if all transfer functions 

 sS  from  tr  to  te  (so-called sensitivity functions) 

within the family  sG  have their gain smaller than the 

prescribed sensitivity weight function  sWP  for the whole 

frequency range, and simultaneously, condition (9) is 

satisfied. After some calculations, one can obtain the 

following robust performance condition 

         1jjjj 0 


 RSSWRS P  (10) 

 In this paper, we apply (9) and (10) to determine 

robustness parameters of the eventual controllers derived 

by using (3)-(7) for the uncertain heating-cooling process 

with a HX introduced in the next section. 

3. HX network and its model 

The description and mathematical model of the 
controlled process (Figs. 2 and 3) with a HX are introduced 
hereinafter. The plant has been used for experimental 
verification of the proposed robust control strategy. 
 

 
 

Fig. 2. The controlled process photo appearance. 
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Fig. 3. A scheme of the controlled laboratory system with a HX. 

 

3.1 Controlled process description 

The appliance can be described as follows: A 
continuously controllable magnetic drive centrifugal pump 

CM30P7-1 with the input voltage range of    V10,0P tu  

transports the fluid through a flow heater of the maximum 

heat power   W750H tP  controlled by TTL binary signal. 

The outlet water temperature value from the heater is 

measured as  tHO  by means of a platinum resistance 

thermometer Pt1000 by Regmet [41] with 0-10V output 
range for the temperature range from 0 to 100 °C. Hot 
water is then transported through a 15 meters long 
insulated coiled copper pipeline, which is the most 
influential originator of internal delays in the system. The 
most significant fluid temperature decline is caused by a 
plate-fin air-water HX connected to the pipeline. The effect 
of heat consumption is supported by two fans; one of them 
is continuously controllable by the input voltage within the 

range    V10,0C tu , the second one is on/off and used 

in emergency. Inlet water temperature is measured as 

 tCI  and the outlet one gives the value of  tCO  by the 

same thermometer type as introduced above. The 
expansion effect of the water is compensated by an 
expansion tank situated at the top of the model. The 
appliance is also equipped with an inlet/outlet valve placed 
below the pump. The laboratory model includes a 
microcontroller unit that communicates with a PC equipped 
with a data acquisition card via serial bus RS232. All tasks 
relating to the monitoring and control of the plant are 
served by software running in the Matlab® environment 
with Real-Time™ toolbox. 

3.2 Controlled process modeling 

The plant modeling is based on the anisochronic 
principle [25] that includes all the significant delays and 
latencies in the model caused by the heat transferring from 
a source through a piping system by using the heat 
transferring media (water) into a heat-consuming part. 
Each functional part of the appliance is modeled in the 
form of ordinary differential equations by means of heat 
balances and some parts are modeled in the parlance of 
algebraic equations expressing static relations of particular 
quantities. These submodels are then linked via their 
common physical quantities which are delayed due to 
water flow. 

Particular submodels of the heater, the insulated coiled 
pipeline and the HX are, respectively, the following: 

          

     

        

   

        

     













































a

a

a
H

tt
tk

tttmc
t

t
cM

tt
k

tttmc
t

t
cM

tt
tk

tttmctP
t

t
cM



















2

d

d

2

d

d

2

5.0
d

d

CCICO
C

COCCI
CO

C

HCHOCI
P

CIHCHO
CI

P

HIHO
H

HOHHIHH
HO

H







 (11) 

where MH, MP and MC are, respectively, water masses 

inside the heater, the pipeline and the HX (cooler),  tkH , 

Pk ,  tkC  stand for analogous overall heat transmission 

coefficients,  tm  expresses the water mass flow, c is the 

specific water heat capacity, a  means ambient 

temperature, and CHCH  ,,  express durations of water 

flow through the heater, that of between the heater and the 
HX and through the HX, respectively. 

In the model (11), temperatures inside submodels are 
considered as mean values of corresponding inlet and 
outlet stream temperatures, which is equivalent to the 
uniformly distributed fluid heat power rise or decline and 
delay distribution along the particular part of the model. 
Note the mass of the copper piping is neglected in (11) 
since it is less than used water and, moreover, the specific 

heat capacity of copper 385Cuc  J kg-1 K-1 is worth less 

than that of water 4180c  J kg-1 K-1. 

Auxiliary static relations have forms [35]: 

   CHCOHI   tt  (12) 

     2

1P0


  tutm  (13) 

         
   tmhtPh

htmtPhtmhtPh
tk





5H4

3H2
2

1
2

H0
H




  (14) 

      0FCC1FC
2
C2C ctuctuctk    (15) 

where CH  and FC  express delay of the water flow from 

the HX to the heater and the cooling fan effective control 

latency, respectively, and i , jh , ic  with 2,1,0i , 

5,4,3,2,1,0j  are real-valued parameters. 

The complete model is obtained by the combination of 

(11) – (15). Although the model is clearly nonlinear, static 

characteristics with respect to the control input  tPH  are 

almost linear (Fig. 4) with corresponding particular 

coefficients of determination 9987.0,9993.0,9995.02 R . 

Note that superscript s means the steady state. Hence, 

linear control theory can be applied for the operating range 

of inputs    675,225H tP  W. 
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Fig. 4. Static characteristics of s

HO  (circles), s
CI  (triangles) and 

s
CO  (squares) with respect to HP  for the operating point 

V5P u , V3C u , C24a . 

 

A linearized model can simply be received by using the 

first order term of the Taylor expansion of a particular 

multivariable left-hand-side function from (11) at the 

(steady state) operating point as 

   
 

    s

,

3

1

, ssss d

d

d

d

d

d
ii

u

i

iu

utu
t

t

tut

t

t

t

ii













 



 (16) 

where  tui  agree with manipulated inputs 

     tututP PCH ,, .  

Then, by defining     s: iii ututu  ,     s:    tt  

and by using the Laplace transform, the linearized model 

can be expressed as      sss uGy   where 

        

        T

T

sPsusus

ssss

HCP

COCIHO

,,

,,





u

y 
 (17) 

stand for Laplace forms of the inputs and the outputs of 

the linearized model, respectively, in the vicinity of the 

operating point, and  sG  is the 33  transfer function 

matrix.  

In this paper, it is intended to control  tCO  by 

means of  tPH , the mutual relation of which can be 

formulated by the transfer function 

 

      
 

 
 sa

sb

saasasas

ssbb
sG

aD

bD 









exp

expexp

001
2

2
3

000  (18) 

where coefficients RDD aaaabb 001200 ,,,,,  depend on 

parameters inherent in model (11)-(15) and on steady 

state inputs and outputs. Particular relations are omitted 

from this paper due to their complexity, yet can be found in 

[35].  

3.3 Controlled process parameters identification 

The process of the model parameter values 

determination has two basic steps. First, measured steady 

state input-output relations are used to find values of 

parameters on the right-hand side of (11) (except for 

delays); which is combined with (13)-(15), the right-hand 

side parameters of which are then calculated by the solution 

of the nonlinear least mean squares. Measured steady 

states for C24a  are summarized in Table 1 and 

corresponding eventually calculated nominal parameters’ 

values are displayed in Table 2. It is worth noting that the 

value of Pk  ranges from 0.16 to 0.62 J s-1 K-1 within the 

calculations; however, it has not significant impact to 

system dynamics and steady-state process behavior since 

the value is low due to good insulation. 

As second step, a dynamic response serves for the 

determination of masses in the model affecting dynamic 

indicators such as the slope of the temperature rise and 

descent during the dynamic response. These values are 

hence obtained by the matching the measured transitional 

part of the step response to the modeled one by means of 

the least means squares criterion. The particular step 

response has been performed (with the sampling period of 

1t s and the input step change of 150H P W) in the 

following operating point giving rise to the corresponding 

modeled steady-state outputs, respectively, as 

   

   TT

TT
Puu

1.35,4.43,6.43,,

300,3,5,,

s
CO

s
CI

s
HO

s

s
H

s
C

s
P

s





y

uu
 (19) 

for C24a . Hence, finite sets of input and output 

values relatively to the steady state have been obtained. 

These measured data have been then compared to the 

response of the linearized model in the vicinity of (19). 

Since it is not possible to compute delayed model step 

response analytically, solely simulation matching 

experiments have been made with the mass-value 

discretization step of 01.0 M kg for all three masses 

included in model (11). As the benchmark, the sum of 

square errors between measured and simulated data for 

 1000,1t s has been considered. This procedure yields 

data included in Table 3. Note that separate analyses for 

corresponding masses and responses can not be made 

due to the circuit nature of the process. For instance, 

HM can not be determined solely from the relation 

 tP HO H  since the corresponding transfer function 

includes other masses as well. 

Delays can simply be deduced graphically from the 

step responses as particular latencies in the accordance to 

the analysis of water flow inside the piping. The results are 

given in Table 4 where the minimum and maximum values 

depend solely to the value of  tuP  and the nominal values 

agree with the constant input of 5P u V. 

For the operating point (19), eventual nominal 

parameters of the transfer function (18) are presented in 

Table 5. 
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 Table 1 

 Measured steady-state temperature values for various input voltage and power levels and ambient temperatures. 

Pu  (V) Cu  (V) 
HP  (W) 

HO  (°C) 
CI  (°C) 

CO  (°C) 
a  (°C) 

Minimum 

value 

Maximum 

value 

Minimum 

value 

Maximum 

value 

Minimum 

value 

Maximum 

value 

Minimum 

value 

Maximum 

value 

4 3 225 38.1 41.8 38.0 41.5 31.3 35.1 22 26 

4 3 300 42.6 43.5 42.5 43.2 33.7 34.9 23 25 

4 3 375 47.8 48.1 47.3 47.9 36.8 37.1 23.5 24 

4 3 400 51.2 51.2 50.9 50.9 37.7 37.7 24 24 

5 1 300 45.3 48.1 46.3 47.9 38.2 40.0 21.5 25 

5 2 300 43.3 44.5 42.8 44.3 34.7 35.8 22.5 23 

5 3 225 39.4 40.9 39.3 40.7 32.9 34.5 25 27 

5 3 300 41.9 44.1 41.8 43.8 33.3 36.0 22.5 25 

5 3 375 48.5 49.9 48.4 49.7 37.7 40.0 24 26 

5 3 400 52.2 52.2 52.0 52.0 39.9 39.9 24 24 

5 3 450 52.8 52.8 52.7 52.7 40.6 40.6 24 24 

5 3 525 57.3 57.3 57.1 57.1 43.5 43.5 24 24 

5 3 600 61.3 61.3 61.1 61.1 46.4 46.4 24 24 

5 3 675 65.7 65.7 65.4 65.4 49.3 49.3 24 24 

5 4 300 39.8 43.1 39.3 42.8 30.0 34.5 20.5 25.5 

5 5 300 39.6 40.9 39.3 40.6 31.0 32.3 21 24 

5 6 300 38.6 40.6 38.4 40.5 30.2 32.2 21 24.5 

6 3 225 38.0 39.5 37.9 39.3 32.9 33.0 23.5 25.5 

6 3 300 43.3 43.4 42.8 43.1 35.2 35.3 24 24 

6 3 375 48.2 49.1 47.8 48.9 38.3 39.5 23 26.5 

6 3 400 49.9 49.9 49.8 49.8 38.2 38.2 23 23 

 

Table 2 

 Identified parameters of the model from steady-state values. 

Parameter Unit Nominal value 

0  kg s-1 5.077 x 10-3 

1  V 0.266 

2  1 0.274 

0h  s J-1 K-1 8.493 

1h  s J  kg-2 K-1 -1.7  x 10-3 

2h  J  kg-1 K-1 -14999 

3h  J s-1 K-1 -12998 

4h  s J-1 1508 

5h  s kg-1 77.766 

0c  J s-1 K-1 11.8 

1c  J s-1 K-1  V-1 2.755 

2c  J s-1 K-1  V-2 -0.19 

Pk  J s-1 K-1 0.39 

 

 

 

 

Table 3 

Values of water masses in the model identified from the 

step response. 

Parameter Unit Nominal value 

HM  kg 0.08 

PM  kg 0.22 

CM  kg 0.27 

 

Table 4 

Identified values of process model delays deduced from 

the step response. The minimum value corresponds to 

6P u V, whereas the maximum one corresponds to 

2P u V. 

Parameter Unit 
Minimum 

value 

Nominal 

value 

Maximum 

value 

H  s 3 3 3 

HC  s 114 118 132 

C  s 22 23 26 

FC  s 11 12 14 

CH  s 6 7 9 
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Table 5 

Nominal parameter values of model (18) at the operating 

point (19) with C24 a . 

Parameter Value 

0b  -2.052  x 10-7 

Db0
 2.334  x 10-6  

0a  1.413  x 10-4 

Da0
 -7.625  x 10-5 

1a  8.989  x 10-2 

2a  0.1767 

0  (s) 1.5 

b  (s) 141 

a  (s) 151 

 

A comparison of measured and modeled step 

responses for 150H P W at the operating point (19) with 

C24a  is displayed in Fig. 5, which verifies and 

validates the model (11)-(15) and its identified parameter 

values. 

4. Results and discussion 

The algebraic control design approach along with 

robust stability and performance introduced in Section 2 

were applied to the laboratory model with the HX the 

description, mathematical model and identification were 

outlined in Section 3. There are several motivations why to 

consider robustness issues to the controlled process.  

 

 
Fig. 5. Measured (blue) and modeled (red) step responses for the 

operating point (19) and C24 a .   

 

 

 

Namely, there are perturbations in model parameter 

values and properties due to many non-modeled internal 

and external influences, such as temperature-dependent 

heat transmission coefficients, specific heat capacities, 

pump characteristics, fluctuations in input power and 

voltage, etc. Ambient temperature stands for the most 

significant external factor; it has been measured that it 

varies within the range  18,28a °C during the year. 

Moreover, the introduced nominal parameters represent 

mean values calculated upon the measured static and 

dynamic responses. As mentioned above, it has been 

found that  62.0,16.0P k  J s-1 K-1 during calculations 

from measured data. Other measured transmission 

coefficients vary according to particular input values as 

 76.2,07.1H k  J s-1 K-1 with  6,4P u V and 

 400,225H P W, and  4.21,2.14C k  J s-1 K-1 for 

 6,1C u V, and delay variations have been provided in 

Table 4. Last but not least, the temperature measurement 

error is influenced by the readability of 1.0  °C for process 

outputs and that of 5.0  °C for a . 

Thus, for robust control design in this paper, it is 

expected that there are perturbations in uncontrolled 

process inputs and (corresponding) parameters with respect 

to the operating point (19) as follows:  5.5,5.4P u V, 

 5.3,5.2C u V, which yields modeled delays 

 120,116HC  s,  24,22C  s,  5.7,5.6CH  s, and 

consider variations  16,30a °C,  7.0,1.0P k J s-1 K-1.  

Function  sWM  is constructed in such a way that it 

constitutes a cover for functions     1/ 0 sGsG for all 

perturbed  sG  and all nonnegative frequencies   under 

the substitution js , as required by (8). A possibility 

how to cope with this task is based on the factorization  

    


N

i iMM WW
1 , jj   (20) 

where N depends on the shape of the covered plots, and 

factors have the following general form 

 
  ik

iC

iiM kW

1

,

,0,

j
1j




















  (21) 

The value of iC,  means the particular cutoff frequency; 

then,  j,iMW (in dB) can be approximated by a constant 

function for the range  iC,,0   whereas it behaves as a 

linear ascending/descending function with the slope of 

  201 ik
 dB,  1,1ik , per the decade for   ,,iC . 

Note that for a constant iMW , , it is set iC,  for an 

appropriate ik ,0 . The eventual shape of  j,iMW  is then 

simply given by the superposition of all the factors. Hence, 

one has to determine suitable iC,  and then to select 
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particular functions  j,iMW , the superposition of which 

results in the desired shape. 

In our study case, we can determine 

  ,8.0,125.0,067.0,018.0,C , and 1,0 k  for all iC,  

except for the infinity where 12.05,0 k  is set. The 

eventual  sWM  reads 

    
  125.1115

18155
12.0






ss

ss
sWM  (22) 

and the corresponding Bode plots are displayed in Fig. 6, 

from which low conservatism can be identified.  

Let us now concisely introduce the controller structure 

derivation. In the accordance to (2), the controlled process 

modeled as (18) has its numerator and denominator 

factorizations as      ssbsB / ,      ssasA / , 

respectively, with     0, 0

3

0   ss .  

It is useful to consider a linearwise reference signal, 

i.e.   2ssFR  , and let the disturbance be modeled as a 

stepwise function,   ssFD  . These options are motivated 

by practical reasons. It is more comfortable for a user to 

ask for a gradual growth/decline in the reference 

temperature than to be faced with an abrupt change in the 

reference. This function is, for instance, included in most of 

the modern programmable thermostats. In the contrary, 

precipitous influences affecting the manipulated input 

prevail and it is usually sufficient not to consider a more 

complex function in the model. For instance, the 

measurement on the laboratory appliance can be harmed 

by a sudden window opening or a fast human movement 

in the room. The effect of a harmonic electrical disturbance 

can be neglected since it is marginal in amplitude and fast 

compared to system dynamics. 

After some calculations on (3) and (4) it can be 

observed that condition (6) can not be satisfied since  sV  

does not have a sufficient number of degrees of freedom. 

Therefore, the extension        0,/ 111   sssVsV


 

is to be made to perform (7). Then     2
11 ssqN  ; 

hence, there are three tunable parameters to be 

appropriately set in delayed controller structures,  ,, 10 , 

with regard to robustness conditions. 

It can be shown by further computations that robust 

stability condition (9) does not depend on  ,1  and it is 

satisfied for 055.00 0   . By considering the selected 

ranges 8.02.0   , 009.0001.0 1    (in the 

accordance to plant and external signals dynamics), the 

following sensitivity weight function  sWP  for the nominal 

 sS0  can be determined 

     
 15.1

11019011000
1011.0

2

5




 

ss

sss
sWP  (23) 

 
Fig. 6.  Bode plots of     1/ 0 sGsG  (blue) and  sWM  (red) given 

by (22). 

 

Function (23) must cover the plot   0,j/1 0 S , with a 

sufficient gain margin, and it is constructed in the 

accordance and analogously to the idea introduced for 

 sWM  above. Note that the factor   ssW iP /1,   is 

obtained by the setting 0, iC , 1,0  ii kk  in (21). 

The eventual acceptable parameter ranges set can be 

then obtained by the application of condition (10) with (22) 

and (23). Let us now face these results with another idea 

how to set the triplet  ,, 10  conveniently.  

Assume the following control response performance 

(quality) measures: The relative overshoots of  ty  after a 

step change and a linear-to-constant transition of  tr , 

respectively, denoted as max,1e  and max,2e ; the relative 

overshoot after a step change of  td  denoted as max,de ; 

integral absolute errors (IAEs) of the output responses 

caused by reference deviations as introduced above, 

denoted by IAE,1e , IAE,2e , IAE,de , respectively; the overall 

IAE of  te  denoted as IAEe ; and the overall manipulated 

input energy formulated in terms of the IAE of  tu  

denoted as IAEu . The goal is to minimize these values with 

respect to values of  ,, 10  in the specified ranges. To 

avoid excessive computations, consider the mean values 

5.0,005.0,028.0 10    and compute the 

corresponding dimensionless sensitivities of measures 

above to the controller coefficients as 

   
xx

xfxf
xf

/

/
,




  (24) 

where f  means a particular performance measure, x  

stands for a selectable coefficient and   expresses the 

value deviation. Values of (24) obtained by simulations in 

the Matlab®/Simulink® environment are summarized in 

Table 6, from which it is apparent that suitable parameter 

values within the selected ranges can not be simply found. 
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Table 6 

Dimensionless sensitivities of control performance measures to controller parameter variations according to (24) in mean values 

of possible parameter ranges 5.0,005.0,028.0 10   . 

Parameter   ,max,1e    ,max,2e   ,max,de  ,IAE,1e  ,IAE,2e  ,IAE,de  ,IAEe  ,IAEu  

0   9.74  x 10-2 -1.68  x 10-2 -4.82  x 10-2 -0.179 -0.321 -0.263 -0.218 1.01  x 10-2 

1   0.269 -4.55  x 10-4 1.95  x 10-2 1.22  x 10-2 -0.114 -1.01  x 10-2 -5.87  x 10-2 4.14  x 10-4 

   0.718 -1.27  x 10-2 5.19  x 10-2 -9.47  x 10-2 -0.428 -3.01  x 10-2 -0.262 3.31  x 10-3 

 

To solve this task, let us use the following formula  

 




 

 
8

1

8

1
opt 5.0

i i

i i

l

l
xxx




 (25) 

where optx  is the eventual (optimal) parameter value, x  

stands for the mean value within the considered interval of 

the length  x , and il  is the weight coefficient. In the 

authors’ opinion, from the practical point of view, the 

overall consumed energy and absolute deviations from 

desired temperatures are slightly more decisive than the 

integral measures of the control error; hence, let 2il  for 

max,e  and IAEu , and 1il  for the other measures. Then 

the final parameters read 0455.0opt,0  , 0016.0opt,1  , 

248.0opt   and it can be checked that robustness 

conditions (9) and (10) are satisfied for this setting. 

 The comparison of eventual simulated and measured 

control and controlled signals as deviations from the 

operating point (19) are displayed in Fig. 7 and Fig. 8, 

respectively. The designed controllers clearly yield stable 

control process with the asymptotical reference tracking 

and the stepwise load disturbance rejection. A rather 

considerable disproportion between simulated and 

measured steady-state values of    tPtu H0   might be 

given by modeling errors of static gains or lower ambient 

temperature when measurements ( C22a ). 

 

 
Fig. 7. Measured (blue line) and modeled (red line) control actions 

(manipulated input)    tPtu H0   in the vicinity of the operating 

point (19). The dashed line indicates the injected load disturbance 

   6000150  ttd  W. 

 

 
Fig. 8. Measured (blue line) and modeled (red line) control 

responses    tty CO  in the vicinity of the operating point (19). 

The solid black line indicates the reference signal  tr . 

 

As up to 90 % of control feedback loops in practice are 

equipped with PID controllers or some of their 

generalizations, it is desirable to approximate infinite-

dimensional (anisochronic, delayed) controllers by 

standardized finite-dimensional ones. It is natural and 

inherent that any kind of such an approximation yields a 

loss of information about the system spectrum because of 

a reduction of an infinite spectrum to a finite one. Since 

 sGC  behaves asymptotically like a PID with double 

integrator and  sGQ  like a proportional term, let us 

choose the following approximating structures 

    02

01
2

2 ˆ,ˆ qsG
s

cscsc
sG QC 


  (26) 

with real-valued polynomial coefficients. 

In the literature, engineeringly applicable 

approximation methods of exponential elements were well 

summarized in [42] but there has been a lack of methods 

dealing with approximation of whole quasipolynomial 

fractions. The authors studied various frequency-based 

methods to solve this task for delayed controller [43], 

where promising results have been observed with the use 

of the Padé approximation. Similar findings about this idea 

have been recently obtained while a polynomial 

approximation of quasipolynomials, when searching of the 

stability margin for TDSs [44]. Hence, we decided to adopt 

the general idea of the Padé approximation to (26) which 

can be expresses by the rule 
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   

   0ˆ0
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s
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



























 (27) 

These conditions then determine particular parameter 

values in (26) where the former condition agrees with the 

identity of Mclaurin series expansions of  sGC
1  and 

 sGC
1ˆ  . It is worth noting that non-inversed transfer 

functions can not be used here as they include zero pole. 

Moreover, the identity of zero derivatives does not include 

any undetermined variable to be calculated. The latter 

expression in (27) simply ensures that both the controllers 

have the same static gain (i.e. the proportional term).  

However, it must be critically stated that the problem of 

a suitable approximation of an infinite-dimensional 

controllers by PID ones requires a separate future in-depth 

study, which is not the intention of this contribution. 

The control responses of the process with controllers 

(26) obtained via (27) and the corresponding control inputs 

are shown in Figs. 9-10. 

It can be stated again that ambient temperature higher 

than the nominal one during measurements has caused 

the difference in modeled and measured control actions; 

however, controlled outputs coincide very well. The use of 

approximating controllers has resulted in more oscillating 

inputs and outputs, and higher overshoots with more 

aggressive manipulated input compared to the original 

anisochronic controllers. However, the overall performance 

displayed in Fig. 10 is still acceptable from the practical 

point of view except for the significant control error peak 

after the step-down change in the reference value at 

9000t s. The disadvantage of the use of the original 

controllers is in a more complex implementation effort 

because of controllers’ dynamics combining integral and 

delayed terms. 

 

 

 
 
Fig. 9. Measured (blue line) and modeled (red line) control actions 

(manipulated input)    tPtu H0   in the vicinity of the operating 

point (19) when using approximating controllers (26). The dashed 

line indicates the injected load disturbance    6000150  ttd  

W. 

 
Fig. 10. Measured (blue line) and modeled (red line) control 

responses    tty CO  in the vicinity of the operating point (19) 

when using approximating controllers (26). The solid black line 

indicates the reference signal  tr . 

5. Conclusions 

An alternative algebraic control approach for heating 
networked processes with heat exchangers evincing long 
internal delays is presented in this paper. It is implemented 
on control of a laboratory circuit heating system. The main 
contribution of this paper involves three leading aspects. 
First, the presented algebraic methodology using a special 
ring of quasipolynomial meromorphic functions is based on 
the process model without any attempt to approximate 
delays or model order, which enables to include the 
complete model dynamics information. Second, the 
branched control system structure with two feedback 
controllers allows the user to partially decouple the 
reference tracking from disturbance rejection. Third, robust 
stability and performance principles are applied to the 
designed controllers’ structures, which yields the eventual 
controller parameters’ values, along with the minimization 
of a multicriterial function comprising control error peaks 
and integral criteria of energy consumption. The presented 
results proof a very good performance and applicability of 
the proposed method. The disadvantage of the presented 
algebraic approach can primarily be seen in its 
dependence on the process model accuracy and in a 
possible complexity of the controller dynamics. Another 
contribution is that a possible finite-dimensional 
approximation of original controllers is proposed and 
verified; however, it suffers from worse a control response 
performance. The future research will be focused on a 
more sophisticated controller structures derivation and 
their optimal parameters determination, and on the 
extension of the presented approach to multi-input multi-
output processes. 
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Nomenclature 

 

Symbols 

C   set of complex-valued numbers 

c  specific heat capacity of water (J kg-1 K-1) 

cCu  specific heat capacity of copper (J kg-1 K-1) 

 td  load disturbance 

 te  control error 

 sG  controlled plant transfer function 

 sGC  inner-feedback controller 

 sGQ  outer-feedback controller 

 sG  transfer function matrix 

H  Hardy space of holomorphic functions with 

bounded gain in the right-half complex plane 

k   heat transmission coefficient (J s-1 K-1) 

l   weight coefficient 

 tm  water mass flow rate (kg s-1) 

M   water masses (kg) 

 tPH  input power to the heater (W) 

 tr  reference signal 

 srQ  set of quasipolynomials 

RQM ring of special quasipolynomial meromorphic 

functions 
2R   coefficient of determination 

R   set of real-valued numbers or vectors 

s  Laplace transform variable 

 sS0  nominal sensitivity function 

 sS  perturbed sensitivity function 

t  time (s) 

 sT0  nominal complementary sensitivity function 

 tu  manipulated input affected by the load 

disturbance 

 tuC  voltage input to the heat exchanger fan (V) 

 tuP  voltage input to the pump (V) 

 tu0  manipulated input 

 sWM  uncertainty frequency distribution weight function 

 sWP  frequency distribution sensitivity weight function 

 ty  system output 

   empty set 

 

Greek letters 
   weight controller parameter 

t   sampling period 

 s  bounded stable variable function 

a   constant ambient temperature (°C) 

 tCI  inlet stream temperature to the heat exchanger 

(°C) 

 tCO  outlet stream temperature from the heat 

exchanger (°C) 

 tHO  outlet stream temperature from the heater (°C) 

10,  controller parameters 

   sensitivity function 

   particular delay value (s) 

τ   time-delay vector (s) 

 

Subscripts 

a  ambient 

C  cooler (heat exchanger) 

F  fan 

H  heater 

O  output 

P  piping 

0  nominal system 

+  subset in the right-half plane 

 

Superscripts 

s  steady state 

 

Abbreviations 

ANN artificial neural network 

BIBO bounded-input bounded-output 

HX  heat exchanger 

IAE integral absolute error 

LTI  linear time-invariant 

MPC model predictive control 

PID proportional-integral-derivative 

PLC programmable logic controller 

RMPC robust model predictive control 

TDS time delay system 

TFC two-feedback-controllers 

TTL transistor-transistor logic 
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