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Applications of Artificial Intelligence 
by Oplatkova Z.1, Senkerik R.2 
 
The paper will introduce methods of artificial intelligence, mainly 
softcomputing tools for optimization like evolutionary techniques and 
symbolic regression or neural networks for classification problems. Also 
difference between evolution and metaevolution is mentioned. The paper will 
then present applications and their results from all these fields, which have 
been developed at our department. 
 
Introduction 
Artificial intelligence is not only about ―clever‖ machines, humanoids or 

robots communicating with us in a common language. Artificial intelligence 
has also a field which is called softcomputing. This is the field where huge 
computations are done every day in different domains of human activities. 
Main part of softcomputing is focused on optimization tasks but there are 
also applications like classification or pattern recognition. 
Optimization is one of these words, which are used every day in almost all 
fields of human activities. Everybody wants to maximize profit and minimize 
cost. This means optimizing in every task of industry, transportation, 
medicine, everywhere. For these purposes, we need to have suitable tools, 
which are able to solve very difficult and complicated problems. As previous 
years proved, use of artificial intelligence and soft computing contribute to 
improvements in a lot of activities. One of such tools of soft computing are 
evolutionary algorithms [1]. 
Evolutionary algorithms are a group of algorithms, which use their special 
operators as mutation, crossover and others to find an ideal solution. Possible 
candidates are defined by a cost function which arguments are values of each 
solution. The best one is in the global extreme – maximum or minimum [1]. 
These evolutionary algorithms have been known for decades and live through 
the advancement from the weaker ones to more robust ones, which are used 
                                                 
1 Tomas Bata University in Zlín, Faculty of Applied Informatics, Nad Stranemi 4511, 760 05 
Zlín, Czech Republic, Email: oplatkova@fai.utb.cz 
2 Tomas Bata University in Zlín, Faculty of Applied Informatics, Nad Stranemi 4511, 760 05 

Zlín, Czech Republic, Email: senkerik@fai.utb.cz 



 
 30 

with success in a lot of tasks nowadays. Since their first appearance there is 
quite long queue of representatives: Genetic Algorithms [2], Differential 
Evolution [3], Self-Organizing Migrating Algorithm [4], Particle Swarm 
Intelligence [], Ant Colony Optimization [], Artificial Immune system [7]. In 
optimization, algorithms belong also to some stochastic and deterministic 
ones: Hill Climbing [8], Simulated Annealing [9], Monte Carlo and a lot of 
others or their mutations [1]. 
These techniques promise fast optimization compared to classical 
mathematical approach. On the other hand, also between these optimization 
techniques is possible to find better and worse. Their behaviour was 
described in a lot of references. And the research in this area is still full of 
white places. There is wide field of possible applications as tuning of 
parameters, making of comparisons, trying to find new ones somehow. 
There exist special tools, which are connected with evolutionary algorithms 
and are able to work with symbolic regression. Nowadays, mainly three are 
known for that – Genetic Programming [10] - [12], Grammatical Evolution 
[13] - [15] and superstructure of evolutionary algorithms  – Analytic 
Programming [16] - [24]. These techniques can produce a complex formula 
from basic functions according to required behaviour of function in the case 
of mathematical data set, of an electronic circuit, trajectory of robots, etc. 
Also, some other approaches to the field of symbolic regression can be found 
– either based only on evolutionary techniques or hybrid ones. Interesting 
investigations using symbolic regression were showed by Johnson [25] 
working on Artificial Immune Systems and Salustowicz in Probabilistic 
Incremental Program Evolution (PIPE) [26] which generates programs from 
an adaptive probability distribution over all possible programs. To 
Grammatical Evolution foreruns GADS, which solves the approach to 
grammar [27], [28]. Also from evolutionary algorithm artificial immune 
systems evolved the artificial immune system programming for symbolic 
regression [29]. Approaches which differ in representation and grammar are 
described in gene expression programming [30], multiexpression 
programming [31], meta-modelling by symbolic regression and pareto 
Simulated Annealing [32]. To the group of hybrid approaches, it belongs 
mainly numerical methods connected with evolutionary systems, e.g. [33]. 
To softcomputing also neural networks belong. These techniques are suitable 
for pattern recognition, classification, recovering of noisy data however in 
optimization tasks too [34] - [36]. 
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Applications and their results  
Data Approximation 
Simulations with regression were carried out on four selected problems – 
Quintic, Sextic, ThreeSine and FourSine problems [37]. These problems were 
selected from Koza‘s Genetic Programming [10] to compare these two 
methods. The aim was to find a suitable mathematical formula which fits 
measured data (generated from the defined functions) as well as possible. 
The following equations and figures show the four problems mentioned 
above in a practical way. Equations (1) - (4) are for Quintic, Sextic, Three 
Sine and Four Sine problems. The corresponding figures are given in Figure 
1. 
 
 x5 – 2x3 + x (1) 
 x6 – 2x4 + x2 (2) 
 Sin(x) + Sin(2x) + Sin(3x) (3) 
 Sin(x) + Sin(2x) + Sin(3x) + Sin(4x) (4) 
  

A)  B)  

c)  d)  
 Figure 1: Four problems – a) Quintic, b) Sextic polynomial in the interval [-1.0, 

+1.0],  
c) Three Sine, d) Four Sine problem in the interval [-π, +π] 

 
Figure 2 shows examples of all 50 simulations in one picture for SOMA 
algorithm simulations. The nonlinearities in figures c) and d) are caused by 
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measurement in some points not in the interval continuously. As can be seen 
such tool is suitable for this kind of problems very effectively. 
 
A) 

 

B) 

 
c) 

 

d) 

 
 Figure 2: Examples of results – a) Quintic, b) Sextic polynomial, c) Three Sine, d) 

Four Sine problem for SOMA algorithm 
 
Santa Fe trail for an artificial ant 
This task was used to prove that AP is able to work also with linguistic terms 
which in real words means some commands for robot like move straight-
forwardly, turn left, turn right, look before and find what is there, etc. [21], 
[22]. To try to see, if it works, we chose a task Santa Fe Trail for artificial ant 
from Koza‘s Genetic Programming [10]. Such task is possible to replace by a 
robot in a real world in industry, space, etc. 
The problem was designed so that an artificial ant should go through a 
defined trail (Figure 3) and eat all the food that was there. The trail was set up 
as 31 x 32 fields where black field means food, grey and white is basically 
the same, i.e. there is nothing. But the grey colour was used to highlight the 
problems on the way for the ant which are e.g.:  

– one simple hole (position [8,27] in Figure 3)  
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– two holes in the line (positions [13,16] and [13,17]) 
– three holes ([17,15], [17,16], [17,17]) 
– holes in the corners  

o one hole (position [13,8]] 
o two holes ([1,8],[2,8]) 
o three holes ([17,15], [17,16], [17,17]) 

  

 
Figure 3: Santa Fe Trail for artificial ant 

 
Simulations in [37] pointed out that usage of linguistic terms for AP is 
possible and works well. Even our solution by means of AP was carried out 
in a better way then GP, as less number of steps to clear all „food― was 

reached. 
 
Evolution and/or metaevolution 
This part can be demonstrated on one study case with two approaches. The 
study case comes from the field of deterministic chaos. Interests about 
deterministic chaos increase day by day. To control these kind of systems is 
not easy and specialists look for the way of effective control tool every day. 
One possibility is to use some classical optimization techniques but we have 
used evolutionary techniques for faster and better optimization [38]. Used 
chaotic systems were Logistic equation, Hénon map and others. 
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The logistic equation (logistic map) is a one-dimensional discrete-time 
example of how complex chaotic behaviour can arise from very simple non-
linear dynamical equation. This chaotic system was introduced and 
popularized by the biologist Robert May [39]. It was originally introduced as 
a demographic model as a typical predator – prey relationship. The chaotic 
behaviour can be observed by varying the parameter r. At r = 3.57 is the 
beginning of chaos, at the end of the period-doubling behaviour. At r > 3.57 
the system exhibits chaotic behaviour. The example of this behavior can be 
clearly seen from bifurcation diagram – Figure  4. 

 
Figure  4. Bifurcation diagram of Logistic equation 

 
Evolutionary techniques were used in all above-mentioned chaotic systems 
for optimization of parameters, which can be accessed from Pyragas method: 
Extended delay feedback control – ETDAS [38]. 
There exist also another approach – not only to use a predefined control law 
and to find suitable coefficients but also to synthesize the whole control rule 
including the values of coefficients [140] - [42] in a similar way, as in the 
case of data approximation described above. Therefore the second 
evolutionary algorithm was used for coefficients estimation, this method is 
called metaevolution [37]. 
Examples of synthesized solution are given in following notations (5 -6) and 
a stabilized system for 1-orbit for the logistic equation is depicted in Figure  . 

without Ks estimation 

ÿ

F
n
 (K

1
 K

2
) * ( x

n 1
 x

n

x
n 1

 x
n

1  x
n 1

)  (5) 

with Ks estimation 

ÿ

F
n
  0 .377047 * ( x

n 1
 x

n

x
n 1

 x
n

1  x
n 1

)  (6) 



 
 35 

 
Figure  5: Example of a stabilized system for 1p-orbit  

 
Steganalysis by means of neural networks 
Steganalysis is connected with information security. Mainly in companies, 
information security is a very spoken problem nowadays. All employers have 
to pay attention to their employees if company secrets and know-how are not 
spread out of the company. One of the possibilities how to leak the 
information is to use a steganography [43]. Steganography [43] and 
cryptography [44] are connected together more or less. Cryptography is 
strong in the usage of the key and the message is somehow coded. But if it is 
sent unsecure, attacker will notice it very soon and will try to break it. 
Therefore steganography helps with secure transfer of secret messages. It 
codes a message inside the picture or other multimedia files which can be 
sent e.g. via emails. If you see such a picture, normally you do not recognize 
that there is a secret message. And this is the point. Crackers will go through 
and will not give the attention to the message.  
Therefore to have a detector of steganography content in the multimedia files 
is very important. To reveal a steganography content is called steganalysis, 
i.e. a detection of files with hidden information of without hidden 
information, which was inserted by means of steganography.  
Neural works need some numerical value for its run so Huffman coding was 
used for extracting useful information which helps to classify images with a 
hidden information from the cover (clear ones) [45] - [48]. 
It is not easy to recognize by human eyes the change caused by inserted 
message as can be seen in Figure  5. Our method was successful and on 
selected steganographic tools the results of testing (images which neural 
network has not seen before) finished with almost 100% (Tab. 1). 
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Figure  5. Example of images a) without and b) with inserted message  
 
Tab. 1: Example of results for steganalysis by means of neural networks 

 A B C 
Cover 

(x = 4068) 0 0 100 

Stego OutGuess 

(x = 3644) 0 0 100 

Stego Steghide 

(x = 9933) 0 0 100 

Stego F5  (x = 2709) 0 0 100 
 
Conclusion  
This paper presents introduction into softcomputing methods - evolutionary 
algorithms, symbolic regression and neural networks. Presented applications 
demonstrate different fields of usage of these techniques. One of application 
examples is also description of differences between evolutionary and 
metaevolutionary approach. Applications mentioned here are only a small 
part of simulations and tasks performed out at our department in this field of 
research. As described, these techniques have a wide range of possibilities of 
application. 
 
  



 
 37 

References  
1. Back T., Fogel D. B., Michalewicz Z., Handbook of evolutionary 

algorithms, Oxford University Press, 1997, ISBN 0750303921 
2. Dawis L., Handbook of Genetic Algorithms, International Thomson 

Computer Press, 1996, ISBN 1850328250 
3. Price K., Storn R. M., Lampinen J. A., Differential Evolution : A 

Practical Approach to Global Optimization (Natural Computing 
Series), Springer; 1 edition , 2005, ISBN: 3540209506 

4. Zelinka I., „SOMA – Self Organizing Migrating Algorithm“, In: Babu 
B.V., Onwubolu G. (eds), New Optimization Techniques in 
Engineering, Springer-Verlag, 2004, ISBN 3-540-20167X 

5. Eberhart R., Kennedy J., Swarm Intelligence (The Morgan Kaufmann 
Series in Artificial Intelligence), Morgan Kaufmann, 2001, ISBN 
1558605959 

6. Dorigo M., Ant Colony Optimization and Swarm Intelligence, 
Springer, 2006, ISBN 3540226729 

7. Farmer J.D., Packard N., Perelson A., "The immune system, 
adaptation and machine learning", Physica D, vol. 2, pp. 187—204, 
1986 

8. Russel S. J., Norvig P., Artificial Intelligence: Modern Approach, 
Prentice Hall, 1995, ISBN: 0131038052 

9. Kirkpatrick S., Gelatt C. D., Vecchi M. P., Optimization by Simulated 
Annealing, Science, 13 May 1983, Volume 220, Number 4598, p. 671 
– 680 

10. Koza J. R., Genetic Programming, MIT Press, 1998, ISBN 0-262-
11189-6 

11. Koza J. R. et al., Genetic Programming III; Darwinian Invention and 
problem Solving, Morgan Kaufmann Publisher, 1999, ISBN 1-55860-
543-6 

12. www.genetic-programming.org 
13. O‘Neill M., Ryan C., Grammatical Evolution. Evolutionary 

Automatic Programming in an Arbitrary Language, Kluwer 
Academic Publishers, 2003, ISBN 1402074441 

14. www.grammatical-evolution.org 
15. O'Sullivan J., Ryan C., An Investigation into the Use of Different 

Search Strategies with Grammatical Evolution, Proceedings of the 

http://www.genetic-programming.org/
http://www.grammatical-evolution.org/


 
 38 

5th European Conference on Genetic Programming, p.268 - 277, 
2002, Springer-Verlag   London, UK, ISBN:3-540-43378-3 

16. Zelinka I., Analytic Programming by Means of Soma Algorithm. 
ICICIS‘02, First International Conference on Intelligent Computing 

and Information Systems, Egypt, Cairo, 2002, ISBN 977-237-172-3 
17. Zelinka I., Analytic Programming by Means of Soma Algorithm. 

Mendel ‘02, In: Proc. 8th International Conference on Soft Computing 
Mendel‘02, Brno, Czech Republic, 2002, 93-101., ISBN 80-214-
2135-5 

18. Zelinka I., Oplatkova Z., Analytic programming – Comparative 
Study. CIRAS‘03, The second International Conference on 

Computational Intelligence, Robotics, and Autonomous Systems, 
Singapore, 2003, ISSN 0219-6131 

19. Zelinka I.,Oplatkova Z, Nolle L., Boolean Symmetry Function 
Synthesis by Means of Arbitrary Evolutionary Algorithms-
Comparative Study, ESM '2004, In: Proc. 18th European Simulation 
Multiconference, Magdeburg, Germany 2004 

20. Zelinka I.,Oplatkova Z, Nolle L., Boolean Symmetry Function 
Synthesis by Means of Arbitrary Evolutionary Algorithms-
Comparative Study, International Journal of Simulation Systems, 
Science and Technology, Volume 6, Number 9, August 2005, pages 
44 - 56, ISSN: 1473-8031, online 
http://ducati.doc.ntu.ac.uk/uksim/journal/Vol-6/No.9/cover.htm, 
ISSN: 1473-804x 

21. Oplatkova Z., Optimal Trajectory of Robots Using Symbolic 
Regression, In: CD-ROM of Proc. 56th International Astronautical 
Congress 2005, Fukuoka, Japan, 2005, paper nr. IAC-05-C1.4.07 

22. Oplatkova Z., Zelinka I., Investigation on Artificial Ant using Analytic 
Programming, GECCO 2006, Seattle, Washington, USA, 8 – 12 July 
2006, ISBN 1-59593-186-4 

23. Zelinka I., Varacha P., Oplatkova Z., Evolutionary Synthesis of 
Neural Network, Mendel 2006 – 12th  International Conference on 
Softcomputing, Brno, Czech Republic, 31 May – 2 June 2006, pages 
25 – 31, ISBN 80-214-3195-4 

24. Zelinka I., Chen G., Celikovsky S., Chaos Synthesis by  Means of 
Symbolic Regression, International Journal of Bifurcation  and Chaos, 
in print 

http://ducati.doc.ntu.ac.uk/uksim/journal/Vol-6/No.9/cover.htm


 
 39 

25. Johnson Colin G., Artificial immune systems programming for 
symbolic regression, In C. Ryan, T. Soule, M. Keijzer, E. Tsang, R. 
Poli, and E. Costa, editors, Genetic Programming: 6th European 
Conference, LNCS 2610, p. 345-353, 2003 

26. Salustowicz R. P., Schmidhuber J., Probabilistic Incremental 
Program Evolution, Evolutionary Computation, vol. 5, nr. 2, 1997, 
pages 123 – 141, MIT Press, ISSN 1063-6560 

27. Paterson N., Genetic Programming with context sensitive grammars, 
doctoral thesis, University of St. Andrews, 2003 

28. Paterson N., Livesey M., Distinguishing genotype and phenotype in 
genetic programming, In Koza, Goldberg, Fogel & Riolo, eds. Late 
Breaking Papers at GP 1996, MIT Press, 1996, ISBN 0-18-201-031-7 

29. Johnson C. G., Artificial Immune System Programming for Symbolic 
Regression, Lecture notes in Computer Sciences series, Springer, 
Volume 2610/2003, 2003, ISSN 0302-9743. 

30. Ferreira C., Gene Expression Programming: Mathematical Modeling 
by an Artificial Intelligence, Springer, 2006, ISBN: 3540327967 

31. Oltean M., Grosan C., Evolving Evolutionary Algorithms using Multi 
Expression Programming, The 7th European Conference on Artificial 
Life, September 14-17, 2003, Dortmund, Edited by W. Banzhaf (et 
al),  LNAI 2801, pp. 651-658, Springer-Verlag, Berlin, 2003 

32. Stinstra E., Rennen G., Teeuwen G., Meta-modelling by symbolic 
regression and Pareto Simulated Annealing, Tilburg University, 
Netherlands, nr. 2006-15, ISSN 0924-7815 

33. Davidson J.W., Savic D.A., Walters G.A., Symbolic and numerical 
regression: experiments and applications, Informatics and Computer 
Science – An international Journal, Vol. 150, Elsevier, USA,  2003, 
pages 95 – 117, ISSN:0020-0255 

34. Hertz J., Kogh A. and Palmer R. G.: Introduction to the Theory of 
Neural Computation, Addison – Wesley 1991 

35. Gurney K: An introduction to Neural Networks, CRC Press, 1997, 
ISBN: 1857285034 

36. Bishop Ch. M.: Neural Networks for Pattern Recognition, Oxford 
University Press, 1996, ISBN: 978-0198538646 

37. Oplatkova, Z.: Metaevolution: Synthesis of Optimization Algorithms 
by means of Symbolic Regression and Evolutionary Algorithms, 



 
 40 

Lambert Academic Publishing, 154 p., 2009, ISBN: 978-3-8383-
1808-0 

38. Senkerik, R.: Optimal Control of Discrete Chaotic Systems : 
Evolutionary Techniques in the Task of Chaos Control Optimization. 
1st edition. Germany : Lambert Academic Publishing. ISBN 978-3-
8383-1365-8. 

39. May R.M., ―Stability and Complexity in Model Ecosystems‖, 

Princeton University Press, 2001, ISBN: 0-691-08861-6. 
40. [1] Oplatkova Z., Senkerik R., Zelinka I. Holoska J.: Synthesis of 

Control Law for Chaotic Logistic Equation - Preliminary study, AMS 
2010, Kota Kinabalu, Borneo, Malaysia, IEEE, 6 p., ISBN 978-0-
7695-4062-7 

41. Oplatkova Z., Senkerik R., Zelinka I. Holoska J.: Synthesis of Control 
Law for Chaotic Henon System - Preliminary study, ECMS 2010, 
Kuala Lumpur, Malaysia, p. 277-282, ISBN 978-0-9564944-0-5 

42. Oplatkova Z., Senkerik R., Belaskova S., Zelinka I.: Synthesis of 
Control Rule for Synthesized Chaotic System by means of 
Evolutionary Techniques, Mendel 2010, Brno, Czech Republic, p. 91 
- 98, ISBN 978-80-214-4120-0 

43. Cole E., Krutz D. R.: Hiding Sight, Wiley Publishing, Inc., USA, 321 
s., 2003 ISBN 0-471-44449-9 

44. Goldwasser S., Bellare M.: Lecture Notes on Cryptography, 
Cambridge, 283 s., 2001 

45. Oplatkova, Z., Holoska, J., Zelinka, I., Senkerik, R.: Detection of 
Steganography Content Inserted by Steghide by means of Neural 
Networks, VUT v Brne, FME, MENDEL 2008 14th International 
Coference on Soft Computing, Brno, 2008, 166-171, ISBN 978-80-
214-3675-6 

46. Oplatkova, Z., Holoska, J., Zelinka, I., Senkerik, R.: Steganography 
Detection by means of Neural Networks, IEEE Operations Center, 
Nineteenth International Workshop on Database and Expert Systems 
Applications, Piscataway, 2008, 571-576, ISBN 978-0-7695-3299-8 

47. Oplatkova, Z., Holoska, J., Zelinka, I., Senkerik, R.: Detection of 
Steganography Inserted by OutGuess and Steghide by means of 
Neural Networks, AMS2009 Asia Modelling Symposium 2009, IEEE 
Computer Society, Piscataway, 2009, ISBN 978-0-7695-3648-4 



 
 41 

48. Prochazka M., Oplatkova Z., Holoska J.: Datamining Optimization of 
Steganalysis by means of Neural Network, in Internet, 
Competitiveness and Organizational Security 2010, UTB Zlín, Czech 

Republic, ISBN 978 - 83 - 61645 - 16 – 0 
 
Acknowledgments 
This work was supported by the grants: grant of Ministry of Education of the 
Czech Republic MSM 7088352101 and grant of Grant Agency of Czech 
Republic GACR 102/09/1680. 
 
  


